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Abstract 
The conceptual hydrological models are generally deterministic and lumped, and these models are based on water 
budget equations and provide the identification of hydrological cycle elements by means of different parameters. The 
usage of these models in water resources engineering is rather crucial. These models are used in a variety of areas 
such as explaining rainfall-runoff relationships of the basin, simulating flows for basins without observation, and 
analyzing the possible effects of climate change on streamflows. The capability of conceptual models in representing 
rainfall-runoff relationship of a basin depends on accurate estimation of flow at the outlet of the basin. Hence, it is 
realized by calibrating of parameters related to hydrological model. This process transforms into an optimization problem 
based upon determining parameters that minimize the errors between model flows and observed flows. As the number 
of hydrological model parameters increases, it becomes more difficult to perform the optimization process with manual 
methods. For this reason, the usage of global optimization algorithms can increase the reliability of the predicted 
parameters. In the study, some population based evolutionary algorithms were chosen from different optimization 
techniques and they were assessed in the calibration of a five-parameter hydrological model termed dynamic water 
balance model. The utilized algorithms mimic some nature inspired principles such as swarm intelligence and the 
survival of the best within the numerical algorithms. In the study, convergence performances of genetic algorithm (GA), 
particle swarm optimization (PSO), differential evolution algorithm (DEA), invasive weed algorithm (IWA), and artificial 
bee colony (ABC) algorithm were compared and it was questioned which algorithms could be preferred in the 
hydrological model calibration. 
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1 INTRODUCTION 
 

The conceptual hydrological models are mostly preferred for the quantitative identification of 

transformation treatment of rainfall into runoff. They can be utilized in filling missing flow records, in 

assessing the runoff reaction to climate and/or land use changes and in analyzing hydrological drought events 

(Xu and Singh 1998). These models can conceptualize the hydrological process represented by soil moisture 

and groundwater storage functions (Tigkas et al. 2016). 

In order to enhance the precision of runoff forecasts in the basin scale, a calibration process is 

needed to identify the conceptual parameters that minimize an error function computed between modeled 

and observed runoff series (Gupta et al. 1998). The outdated techniques were commonly based upon trial-

and-error adjustments, which were termed as manual calibration. Recently, the manual types have been 

replaced by computer aided automatic calibration methods in which more robust parameter estimations can 

be provided (Wagener and Wheater 2006). The main necessaries for the application related to automatic 

calibration process comprise a qualified calibration data, an objective (fitness) function, and an effective 

optimization algorithm. A test (validation) data is also required to examine the capability of the calibrated 

hydrological model (Tigkas et al. 2016). 

Because of the lack of direct measurement of assigned model parameters and the fact that the 

solution space can be quite large, the aforementioned calibration process is not a simple task. Additionally, 

due to large number of local minimums faced in the calibration process of hydrological models, it is stated 

that the effectiveness and reliability of conventional automatic methods including Newtonian types may not 

be sufficient (Madsen et al. 2002; Jha et al. 2006). Thus, in recent years, population based evolutionary 

algorithms have been used to find global minimum in parameter optimization problem of hydrological 

models that have probably many local minimums. Since these algorithms have a stochastic character, they 

can scan a wide range of solutions and get rid of traps by switching between the local minimums due to their 
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adaptive capabilities (Madsen et al. 2002; Tigkas et al. 2016). 

Genetic algorithm (GA) was among the first that has been evaluated in the hydrological model 

calibration phase (e.g. Wang 1997; Franchini and Galeati 1997; Ndiritu and Daniell 2001; Zhang et al. 2009; 

Tigkas et al. 2016). After the genetic algorithm, the approaches that were introduced in the literature were 

also inspired by social behaviors of animal or plant species. While the parameter solution in GA is 

represented by “chromosomes”, it is represented by “particles or food resources” in particle swarm 

optimization (PSO), “individuals or chromosomes” in differential evolution algorithm (DEA), “weeds” in 

invasive weed algorithm (IWA), and “food resources” in artificial bee colony (ABC) algorithm. Of course, it 

should be mentioned that evolutionary algorithms are not limited to the algorithm examples given above. A 

broad literature review regarding this issue, as well as several algorithm implementations in the 

computationally intensive hydrologic models, were presented by Zhang et al. (2009) and Tigkas et al. (2016). 

The present work compares the performances of five population based evolutionary algorithms GA, 

PSO, DEA, IWA and ABC in a challenging automatic calibration task of a five-parameter monthly 

hydrological model dynamic water budget model (DYNWBM) which is conceptual, deterministic and 

lumped. The results obtained from the comparative study are thought to contribute to the hydrology 

literature.  

 

 
2 MATERIALS AND METHODS 
2.1 Study area description 
 

The effectiveness of optimization techniques is linked with the characteristics of the fitness function 

response surface of used model, which is related to the basin properties (Duan et al. 1992; Zhang et al. 2009). 

To assess the performance of GA, PSO, DEA, IWA and ABC algorithms, a watershed at eastern region of 

Turkey was selected. It covers the Gordes watershed which is named by one of the prominent tributaries of 

Gediz River and it is located at Aegean Region of Turkey. The study region has typical Mediterranean 

climate characteristics. Gordes watershed has a drainage area of 1070 km2 and annual mean runoff values 

obtained from Hacıhıdır flow gauging station is 10.78 mm/month. Potential evapotranspirations (EPOT) 

were estimated with Hamon’s empirical equation. To achieve detailed information about the study area, 

readers can look through the work presented by Okkan and Kirdemir (2016). 
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DYNWBM model descriptions:

•P is shared by Qd direct flow and X the amount of water retained by 
the basin for other water budget elements.

•W: amount of water available in the basin

•Y:sum of actual evapotranspiration (E) and soil moisture (S) values
•R: water drained into the groundwater store system (recharge)

•Qb is the baseflow

Parameters:

Smax:Maximum soil moisture capacity
α1: The parameter controlling the retention

for the water balance components except for direct runoff

α2:Evapotranspiration efficiency parameter
d: Baseflow parameter

ξ: Groundwater store parameter

EPOT=a*exp(b*T)

a, b: parameters controlling EPOT

EPOT

 
Figure 1. Brief information about DYNWBM hydrological model (Okkan and Kirdemir 2018) 
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2.2 DYNWBM description 
 

In the study presented, DYNWBM developed by Zhang et al. (2008) was exposed to optimization 

algorithms. It is based upon the Budyko’s approach, which relies on interrelationships between water supply 

and atmospheric demand in the current hydrological cycle, and takes into account hydrological processes 

such as soil moisture storage, evapotranspiration, and groundwater storage. Monthly total precipitation and 

EPOT derived from Hamon’s formula are used as inputs in the model. The original model with four 

parameters was modified by Okkan and Kirdemir (2018). In DYNWBM, the sum of the direct and base flow 

outputs gives the Qm modeled total flow. Both required definitions and calculation steps for the DYNWBM 

model are summarized in Fig. 1. 

 

 

2.3 Population based algorithms used in the study 

 

Due to the page limit, the algorithms used in this study are briefly described below. 

GA: It is one of the stochastic search and global optimization methods based upon biological 

selection principles by simulating a problem in the computer environment. This method has been developed 

by Goldberg (1989) in the light of comprehensive trials. The working mechanism of algorithm is basically 

dependent on the principle of community change which represents each individual as chromosomes. These 

operations are performed by some operators such as crossover, mutation, selection. 

PSO: It is another population-based heuristic algorithm proposed by Kennedy and Eberhart (2001), 

inspired by the social behavior of birds. For each particle that is initially randomized, the local best (pbest) is 

found in each generation (or iteration). The number of pbest in the swarm is equal to the number of particles. 

After a sufficient iteration, the global best (gbest) solution is determined from the local solutions by means of 

velocity and position update operators. 

DEA: It is also a population-based heuristic optimization tool proposed by Storn and Price (1997), 

which is similar to GA in terms of its operator names. Through the use of operators, it is tried to improve the 

solution of the problem during iterative operation. Unlike GA, the process of acquiring a new individual by 

treating each chromosome in DEA is carried out through three randomly selected chromosomes. This 

procedure of DEA has shortened the calculation steps of GA and made it possible to code the problem more 

easily. 

IWA: Mehrabian and Lucas (2006) developed IWA algorithm, inspired by weed colonies. Some 

operators were created in the process of colonization with the goal of mimicking the colonization behavior of 

weeds and adapting them to the algorithmic structure. These are operators such as the creation of weed 

populations, the generation of seeds according to their fitness values when the seeds become flowering 

plants, the random scattering of the produced seeds in the solution space, and then the competitive selecting 

process. 

ABC: This algorithm, improved by Karaboga and Basturk (2008), is a new generation optimization 

algorithm that simulates the food search behavior of honey bees. The operators in the algorithm are 

represented by three kinds of bees: worker bees, observer bees and explorer bees. After the worker bees store 

the nectar from the food sources and turn the bucket, the observer bees look for new sources of food with a 

certain probability by watching the dancing of the worker bees. Worker bees who consume food resources 

within a certain number of trials turn into the explorer bees so as to search for new sources. All of these steps 

continue until the maximum number of cycles is reached. 

 

 

3 RESULTS 
 

In the study, the first 15 years (1981–1995) of 30-year observations of Hacihidir flow gauging 

station were used in calibration, and the other part (1996–2010) was used in validation stage. Due to 

stochastic properties of the examined algorithms, 30 independent runs were carried out for 1981-1995 

calibration period. The maximum number of iterations (or generations/cycles) was set to 200. In the study, 

sum of squared errors (SSE) was selected as fitness function. For all runs conducted, fitness function was 

initially calculated between random feasible parameter values. These are typically sampled based upon the 

probable solution space using a uniform distribution. However, to analyze the ability to find the global result 

from a large solution space, an extreme parameter range was chosen for Smax, α1, α2, d and ξ parameters 

defined in the DYNWBM model. 
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Since the algorithms used in the study are all population based, the contribution of the different 

population sizes (Np) to convergence sensitivities of algorithms has been also investigated. For this purpose, 

algorithms were separately run using 20, 50 and 100 population sizes. (In IWA algorithms, these population 

sizes represent maximum weed values. In all variants of IWA, five weeds were assigned as starting 

population). All utilized algorithms were encoded in the MATLAB environment by the first author. After 

several trials, the values assigned to the variables controlling the operators defined in the algorithm and some 

modifications made to the original equations were not shared because of page limit. Variations in fitness 

values obtained for each run under different population sizes have been extracted throughout the generations. 

Only GA and DEA responses during generations are given as an example because of page constraint (Fig. 2). 
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Figure 2. Behavior of GA and DEA algorithms along with iterations 

 

It can be seen from Fig. 2 that the employed algorithms tend to provide a stable global solution after 

a sufficient cycle even if they start with different random solutions. Since operators of each algorithm have 

different structures in terms of local and global search capabilities, we have focused on the variability of the 

solutions in the last iteration in order to reach a general deduction. At this stage, it is useful to display the 

results obtained at the end of each run with box-plots (Fig. 3). 
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Figure 3. Box-plots offitness function values (30 optimization runs per population size) 
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As can be seen from Fig. 3, GA does not work well when it run with fewer populations. In the case 

of processing with 100 populations, 30 runs gave closer results for GA. However, in all variations, GA 

showed poorer performance than the other algorithms utilized. PSO appears to be more unstable than DEA, 

IWA and ABC when it is operated with 20 populations. However, when it reached 50 populations, it was 

quite reasonable. On the other hand, DEA, IWA and ABC algorithms seem to be fairly successful even when 

they run in low populations. In case of using proficient population size (for example Np≥50), it can be seen 

that PSO, DEA, IWA and ABC present a more robust performance than GA, as the optimal fitness function 

values are almost fully clustered around the mean statistics. 

In the population based evolutionary algorithms, it is also substantial to make out how rapid they 

converge to the desired optimal point per iteration or their average convergence ratios (CRs). In this study, a 

geometric convergence rate formula proposed by He and Lin (2016) was considered. The sufficient iteration 

number is also derived from the implementation of this formula (see Figure 4). 
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Figure 4. For the case Np=50, distributions about the CRs provided by the different methods over 200 

iterations and the required iteration numbers (the distributions were obtained over 30 runs) 

 

When both the convergence speed and the required iteration numbers are also evaluated, PSO and 

DEA are more successful than the others in case of assigning a proper population size. If a general 

assessment is made, the PSO performs faster convergence performance with a sufficient population coming 

up to 50, while the DEA algorithm yields reasonable results in low populations like Np=20. 

 

Table 1. Summary of the results obtained from DEA operated by 20 populations 

 

(a) Calibrated DYNWBM parameters 

Smax α1 α2 d ξ

294.0106 0.6347 0.7371 0.9155 0.6223

(b) Calibration statistics

RMSE (mm) R
2

NS RSR PBIAS

6.2633 0.8905 0.8894 0.3326 3.1049

(c) Validation statistics

RMSE (mm) R
2

NS RSR PBIAS

7.9635 0.8719 0.8516 0.3853 14.3079

Smax α1 α2 d ξ

294.0106 0.6347 0.7371 0.9155 0.6223

RMSE (mm) R
2

NS RSR PBIAS (%)

6.2633 0.8905 0.8894 0.3326 3.1049

RMSE (mm) R
2

NS RSR PBIAS (%)

7.9635 0.8719 0.8516 0.3853 14.3079

(a) Calibrated DYNWBM parameters (DEA Np=20)

(b) Calibration Statistics

(c) Validation statistics

 
 

In the context of being an example, the parameters obtained by the DEA algorithm operated with 20 

populations and the derived statistics for calibration-validation periods are presented in Table 1. Calibration 

and validation period predictions related the parameters found with DEA are also given in Fig. 5 as time 

series plot. As determined here, the runoff predictions produced by DYNWBM calibrated by DEA matched 

successfully with the observed values (Qo). According to Table 1, the evaluation indices including NS, RSR, 

PBIAS revealed a satisfactory response of the model for both calibration and validation periods.  
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Figure 5. DYNWBM runoff predictions for Gordes watershed  

 

 

4 CONCLUSIONS 
 

In the study, five population-based heuristic algorithms used for benchmark functions in the 

literature were selected and applied on DYNWBM, an outstanding hydrological model. Some of the 

deductions derived from the study are: 

 If a familiar global optimization algorithm such as GA is used, it is recommended not to use the low 

populations. For example, as the number of parameters of the hydrological model increases, the 

success of GA will be proportional to the population size. 

 PSO is a very practical and fast technique in terms of variables controlling the algorithm. 

Unfortunately, it does not work sensitively with a small population. 

 DEA, IWA and ABC are able to provide more effective results in low populations compared to GA 

and PSO. In particular, DEA and PSO have been found to be very successful in terms of fast 

convergence and stability in parameters compared to other algorithms in case of using enough 

population sizes.  

 It should be clarified that the responses of employed algorithms have been collected from a small 

watershed in Turkey. Further implementations of the explained procedure subjected to the study, for 

other rivers with different climatic characteristics, will provide better generalization. Regarding the 

other optimization algorithms (for example hybrid techniques) and the other fitness functions will 

shed light on the problem as well. 
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